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Abstract—This paper presents techniques to address static and
dynamic errors in high performance continuous-time (CT),
modulators. The inter-symbol interference (ISI)model is presented
and existing ISI reduction techniques are reviewed. A novel tech-
nique has been presented which can high-pass shape both static
mismatch and ISI error of each element of a multi-bit DAC while
decorrelating the instantaneous number of transitions from the
input signal. The proposed technique can easily be extended to
higher order shaping for both static mismatch and ISI errors. Sim-
ulation results show that the proposed technique can improve DAC
linearity significantly in presence of both static mismatch and ISI
error.

Index Terms—Analog-to-digital converter (ADC), device mis-
match, digital-to-analog converter (DAC), dynamic element
matching, dynamic error, inter-symbol interference (ISI), mis-
match shaping, thermometer coding, modulator.

I. INTRODUCTION

C ONTINUOUS-TIME (CT) modulators have gained
more popularity than discrete-time (DT) modulators

in recent times. This is because CT modulators can operate
at a higher sampling frequency than DT modulators
and/or consume less power. In both CT and DT modula-
tors, multi-bit modulators are more popular than their single-bit
counterparts because they can achieve higher stability while en-
suring higher signal-to-quantization noise ratio (SQNR) due to
more aggressive noise shaping. By using a multi-bit modulator,
out-of-band noise (OBN) can be lowered for reduced jitter sen-
sitivity. A lower OBN also relaxes the linearity and slew rate
requirement for the first-stage integrator in an analog-to-dig-
ital converter (ADC) or the reconstruction filter in a digital-to-
analog converter (DAC). However, multi-bit modulators suffer
from nonlinearity due to static element mismatch which de-
grades their performance. There are two popular ways to handle
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element mismatches (1) analog/digital calibration, and (2) dy-
namic element matching (DEM). Calibration techniques [1]–[3]
usually require some apriori knowledge of the device mismatch
and very precise measurement of the mismatch error. By con-
trast, DEM techniques do not need any information about device
mismatch. In addition, DEM techniques are purely digital and
thus scaling friendly. They consume low power and area at ad-
vanced technology nodes.
There are several DEM techniques that have been reported

in literature. The technique in [4] whitens element mismatch by
randomly selecting the elements. The data weighted averaging
(DWA) technique [5]–[7] can first-order shape element mis-
match by barrel shifting the element selection pattern. Higher
order mismatch shaping can be done by more advanced DEM
algorithms [8]–[12].
In addition to static mismatch, CT modulators also suffer

from inter-symbol interference (ISI) which does not affect DT
modulators. ISI is a dynamic error which shows up during

transition of DAC elements and is present in both single-bit and
multi-bit CT modulators. Different from static mismatch, ISI
error increases with sampling frequency. Hence, it is more prob-
lematic for high speed CT modulators. ISI can be caused
by asymmetric on and off switching, clock skew and parasitic
memory effects.
An analog approach to reduce ISI error is to use return-to-zero

(RZ) coding. However, it increases sensitivity to clock jitter
compared to non-return-to-zero (NRZ) coding. RZ coding also
reduces the output signal amplitude for the same total DAC
power, and introduces large discontinuities in the output wave-
form. This in turn increases the linearity and slew rate require-
ments of the output filter.
Researchers have attempted to reduce ISI error by reducing

the asymmetry between on and off switching in the DAC. The
technique in [13] controls the on/off delay by adjusting the
threshold of the switching transistors. The work of [14] shows
that differential DACs can reduce ISI by using relatively fast
and identical transistors. The work of [15] reports that they can
reduce ISI error by using only native NMOS transistors to build
a current steering DAC. These techniques rely on the ability to
ensure good matching between the switches.
The techniques of [16]–[18] use pulse-width modulation

(PWM) to force the switching rate of the DAC to be dominated
by the PWM carrier frequency and thus be independent of the
input. Thus, use of PWM can prove to be very effective against
ISI error. PWM is usually followed by a finite-impulse-re-
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sponse (FIR) DAC which places notches at the PWM carrier
frequency and its harmonics to reduce nonlinearity associated
with PWM. Mismatches in the FIR DAC will shift the place-
ment of the notches and will increase the out-of-band noise and
distortion but will not affect the in-band noise. Also, the PWM
technique itself does not increase the in-band quantization
noise. However, in this approach the FIR DAC requires a clock
frequency which is much higher than the sampling frequency
. It may not be possible to generate such a high clock rate for

many applications specially when itself is quite high.
In contrast to the PWM approach, DEM algorithms do not

require clock frequencies higher than the sampling frequency.
However, most existing mismatch shaping DEM algorithms are
designed for DT modulators and cannot mitigate ISI error.
This is because DEM algorithms increase the DAC element
switching rate to shape static mismatch. However, increased
switching activity deteriorates ISI error. DWA is the worst
when it comes to ISI error, because it has the highest element
switching activity among the traditional DEM algorithms.
Higher order DEMs perform better than DWA because they can
shape away the static mismatch with lower element switching
activity than DWA. Nonetheless, traditional DEM algorithms
are still not suitable to address both static mismatch and ISI
error simultaneously.
From a purely ISI point of view, thermometer coding is

the best technique as it has the minimum element switching
rate. Also, for sufficiently large out-of-band noise gain and/or
high over-sampling ratio (OSR), the switching activity of
thermometer coding will be dominated by quantization noise.
Hence, thermometer coding will show low ISI induced distor-
tion as the element transition density has low dependence on
input. However, as the OSR is reduced, thermometer coding
will show higher ISI induced distortion as the element transition
density will have more dependence on input. Also, thermometer
coding cannot handle static mismatch. To address this issue,
modified thermometer coding schemes [19]–[21] have been
developed which use intrinsic quantization noise to randomize
the element selection pattern. The limitation of this approach
is that the static mismatch reduction is not as effective as other
DEM techniques, since the static mismatch is not high-pass
shaped. The modified thermometer technique of [22] achieves
high-pass shaping of static mismatch in addition to minimizing
ISI error.
The modified thermometer coding techniques rely on mini-

mizing the number of transitions to reduce ISI error. The modi-
fied mismatch shaping (MMS) technique [23] presents another
way of reducing ISI error. It made an important observation that
ISI error can be reduced significantly by reducing the correlation
between the input and DAC element transition sequence. This
way, a large part of the ISI error is simply turned to an offset and
does not degrade output linearity. Accordingly, the MMS tech-
nique tries to ensure that the DAC maintains the total number
of up and down transitions every cycle relatively constant. De-
spite its clear advancement over prior works, MMS technique
has some limitations. It assumes both up and down transitions
contribute equal ISI error which does not cover all possible ISI
scenarios. Also, it requires good matching between ISI errors of
individual DAC elements.

The ISI shaping technique of [24] represents a major im-
provement over the MMS technique. A general model for ISI
error is developed in [24] and it has been shown that nonlin-
earity due to ISI can be attributed completely to only one of the
four possible transitions . Thus,
by ensuring that the long term average of only the up transition

remains constant, the ISI error can be high-pass shaped.
Building on the ISI shaping technique of [24], our prior work
[25] reduces the in-band ISI error further by monitoring both the
up and down transitions. However, the techniques of both [24]
and [25] suffer from ISI induced distortion at large signal am-
plitudes. This is because at large signal amplitudes, the instanta-
neous number of DAC element transitions is still correlated with
the input signal even though the long term average of the tran-
sitions is constant. To address this issue, the technique reported
in [26] ensures that the number of transitions of the DAC ele-
ment is uncorrelated with the input signal at every cycle. Thus,
it can achieve a very good decorrelation between instantaneous
transition density and the input signal. Yet it has a limitation
that even though the overall ISI error is high-pass shaped, ISI
error for each individual DAC element is not shaped. In pres-
ence of mismatch between ISI errors of the different elements,
the in-band noise can be increased. Note that [24], [25] do not
have this limitation.
In this paper, we propose a novel DEM technique to address

this limitation. The proposed technique monitors the up transi-
tion density for each element in the DAC, and selects the ele-
ment pattern in such a way that the long term up transition den-
sity of each element is identical. Thus, the ISI error for each el-
ement is high-pass shaped. This is done in addition to high-pass
shaping the static mismatch and decorrelating the instantaneous
transition density from the input. The key contributions of this
paper are
1) A thorough review of existing DEM based ISI reduction

techniques is provided.
2) A novel DEM which can high-pass shape static mismatch

as well ISI error for individual DAC element is presented.
The paper is organized as follows. Section II presents the

ISI error model. Section III presents a review of prior works
on ISI reduction. Section IV presents the proposed DEM.
Section V presents simulation results and the conclusion is
brought up in Section VI.

II. ISI MODEL

In this section, the ISI model is presented for a DAC.
However, themodel is equally valid for a ADC as the effects
of ISI error is same for both ADC and DAC. The general
architecture of a DAC is shown in Fig. 1. Let us use
to represent the single-bit digital input for the -th unit element
DAC in a multi-bit DAC.
The vector-quantizer (VQ) based structure [8] of Fig. 2, is a

well known way to implement the DEM logic in Fig. 1.
The discrete time representation of the unit element DAC

output in the presence of mismatch and ISI errors can be
written as

(1)
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Fig. 1. General architecture of a DAC.

Fig. 2. Standard vector quantizer diagram.

where represents the static mismatch and represents
the dynamic ISI error during transition from to .
The ISI error model is shown in Fig. 3. For the -th element

in the DAC, the time integral of the ISI error pulses are denoted
by and corresponding to the four transitions

. The ISI error can then be
written as

(2)

where and are the normalized ISI error coefficients
and given by
and . The coefficients
and are constants which depend on the circuit implementation
but do not depend on . Their values increase with increase
in . represents the up-transition sequence given by

.
The first three terms of (2) represent a 2-tap filtering of

and constitute the linear part of ISI error, while the fourth term
introduces nonlinearity. As has been shown in [24], [25], the

Fig. 3. (a) 1-bit digital sequence (b) ideal DAC output (c) DAC output with ISI
error (d) ISI error.

nonlinearity can be also associated with any one of the other 3
transitions . It should be noted that in
presence of static mismatch, and will introduce distortion
in the DAC output.
Plugging (2) into (1), we get

(3)

Assuming the law of superposition holds, the output of -ele-
ment DAC can be written as

(4)

From (4), it can be seen that distortion in can come from
static mismatch or from nonlinear ISI error which is contributed
by .

(5)

where represents the relative mismatch in among the
different DAC elements. This model shows that for the DAC
output to be free of distortions, we have to ensure no
distortion in and .
Even though the ISI model assumes that law of superposi-

tion holds, in practice this maybe a simplification of the real
scenario. This is because ISI error of one DAC element may in-
fluence ISI error of another DAC element. However, even with
this limitation, the model is still useful as it provides key in-
sights into ISI error and ways to reduce it.
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Fig. 4. Simulated transition density versus signal amplitude for DWA and ther-
mometer coding.

III. REVIEW OF PRIOR DEM TECHNIQUES

A. Modified Thermometer Coding Techniques
DWA has been a much used technique to address static mis-

match. DWA high-pass shapes static mismatch error and thus
reduces its contribution to the in-band noise. Thus, DWA is a
very good technique for discrete time modulators where
static mismatch is the main source of error. The strength of
DWA is that it has the highest element switching activity and
thus can scramble the element selection very effectively. How-
ever, it follows from the ISI model that a high element switching
rate increases the ISI error. Thus, use of DWA is not bene-
ficial for CT modulators where ISI is a major concern.
From ISI perspective, thermometer coding is a very good can-
didate as it minimizes the element switching rate. Further, since
the switching rate in thermometer coding is usually determined
by the intrinsic quantization noise for high OSR and/or large
out-of-band NTF gain scenarios, the correlation between DAC
switching sequence and the input signal is also very low. Thus,
thermometer coding does not show ISI induced distortion. This
makes thermometer coding much more attractive than DWA for
CT modulators in presence of ISI error. Fig. 4 shows the
simulated transition density versus dc signal for both DWA and
thermometer coding. A 32 element second-order DACwith
an out-of-band NTF gain of 2 was used for the simulation. The
input dc signal's amplitude was swept to get the transition den-
sity variation. It can be seen that thermometer coding has a very
low transition density with very low correlation with the input.
On the other hand, DWA has a large transition density and the
folding of the transition density around the middle of the signal
range contributes to the large nonlinearity in for DWA.
Note that the transition density of DWA in Fig. 4 is slightly
lower than the theoretical maximum of 0.5 due to the presence
of random noise in the simulation which reflects real operating
conditions.
Even though thermometer coding has a very low switching

activity, it still cannot handle static mismatch error. This has
prompted researchers to modify the basic thermometer coding
and build on it to address both static mismatch and ISI error.
The randomized thermometer coding (RTC) technique of
[19] tries to keep a low element switching activity by using

Fig. 5. Architecture of the DEM in [22].

a modified thermometer coding. To randomize the static mis-
match, the starting element of thermometer coding is changed
randomly after a certain number of input samples. Thus, it tries
to balance both static mismatch and ISI error. However, the
element switching activity of [19] is still more than the basic
thermometer coding as it allows more transitions to randomize
element mismatch. The random swapping thermometer coding
(RSTC) algorithm [20] tries to address this limitation in the
RTC technique by randomizing the element selection pattern
while maintaining the same number of transitions as ther-
mometer coding. RSTC technique does this by randomizing
the start/stop position of the element selection while ensuring
maximum overlap in the element selection pattern. However,
it does not fully whiten static mismatch leading to increased
noise floor. The technique proposed in [21] achieves a better
randomization of element mismatch than RSTC while still
having the same minimum switching activity as thermometer
coding. The operation of the technique in [21] can be described
as
1) If , no change in the element selection

pattern.
2) If , turn on unselected

elements randomly.
3) If , turn off selected

elements randomly.
An advantage of the technique of [21] over RSTC is that the
DAC element usage for [21] is more distributed than RSTC.
Thus, a DAC using the technique in [21] has better protection
from gradient errors, and thus better performance than RSTC.
While the techniques of [19]–[21] all randomize static mis-

match and ISI error simultaneously, they share the limitation
of not high-pass shaping static mismatch error. The work of
[22] makes a significant contribution by introducing the ca-
pability to high-pass shape static mismatch while maintaining
DAC switching activity similar to thermometer coding. The
work of [22] builds directly on the work of [21]. Fig. 5 shows
the architecture of the DEM proposed in [22]. The structure is
similar to the conventional VQ structure. The only difference is
the insertion of an additional feedback loop with a gain .
The operation of the technique of [22] can be divided into 3

cases.
1) If , no change in the element selection

pattern.
2) If , turn on unselected

elements that have been least frequently used.
3) If , turn off selected

elements that have been most frequently used.
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TABLE I
VARIATION OF SNDR WITH

TABLE II
VARIATION OF UP-TRANSITION DENSITY WITH

Fig. 6. Spectra of for thermometer, RSTC [20] and DEM of [22].

This way, the transition rate of the DEM in [22] is as low as
that of thermometer coding, while still shaping static mismatch
in the DAC. There is a design trade-off in selection of the feed-
back loop gain, . If , the DEM is equivalent to a first
order VQ, or DWA, which only shapes the static mismatch, but
has a large ISI error. If is high, the element transition rate
starts approaching that of pure thermometer coding, thus having
low ISI error but not shaping the static mismatch. This trade-off
can also be seen from Table I. The simulations for Table I are
performed with a 15-element third-order DAC with a max-
imum out-of-band noise transfer function (NTF) gain of 6 and
a dBFS input.
As can be seen from Table I, a lower value of increases the

signal-to-noise-and-distortion ratio (SNDR) if static mismatch
is the dominant source of DAC non-ideality. If ISI error domi-
nates, SNDR increases with . At very high , the technique of
[22] becomes the same as basic thermometer coding, and no fur-
ther improvement is seen in SNDR for ISI error limited DAC.
Table II shows the variation of up transition density with .

The simulation conditions used to generate Table II are the same
as for Table I. It can be seen from Table II that at very high , the
up-transition density does not change with . This is because
the transition density of the modified thermometer coding tech-
nique of [22] becomes the same as that of basic thermometer
coding at very high .

Fig. 7. Spectra of for the DEM of [22] for different maximum NTF
gains.

To verify the efficacy of the static mismatch shaping perfor-
mance of the modified thermometer coding of [22] and compare
it against basic thermometer coding and RSTC technique [20],
the spectra of the selection pattern for the three tech-
niques are plotted in Fig. 6. Note that the spectrum of
refers to the spectrum of averaged over all the elements. A
32-element fifth-order DAC with a maximum out-of-band
NTF gain of 6 was used for the simulation. An input of dBFS
and frequency of was used. was set to 10 for the simu-
lation. The basic thermometer coding has a lot of tones because
its element selection pattern is highly correlated with the input

. Both [20] and [22] do not show harmonics due to random-
ization of the element selection pattern. The technique of [22]
also shapes the mismatch error and has a much lower in-band
error component than the RSTC technique of [20].
To get an understanding of the noise-shaping characteristic of

the DEM in [22], let us model the VQ by a linear gain and a
quantization error .

(6)

It can be seen from (6) that has a first-order shaping at
low frequencies and a low gain at high frequencies. The gain of

at high frequencies is
. For high values of , this gain will be low. This can

also be seen from the spectrum in Fig. 6. A low gain at high
frequency indicates a low transition rate.
It should be pointed here that the mismatch shaping perfor-

mance of the technique in [22] depends on the randomization
of DAC element selection. The randomization depends heavily
on the quantization noise. Thus, it is expected that increase in
maximum out-of-band NTF gain will improve the mismatch
shaping performance of the DEM. This can also be seen from
Fig. 7 which shows that for higher out-of-band NTF gain, the
DEM of [22] will achieve a lower in-band noise when only static
mismatch is present.
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Fig. 8. Architecture of ISI shaping technique of [24].

B. MMS Algorithm
The MMS algorithm [23] presents a change of perspective

in addressing ISI error. Different from modified thermometer
coding techniques which rely on minimizing element transition
to reduce ISI error, MMS algorithm tries to ensure that the total
number of transitions is independent of . Making the total
number of transitions independent of can turn ISI error
to just an offset and thus significantly improve DAC linearity.
However, the MMS algorithm has the following limitations
1) It assumes that all the elements have the same values for

and .
2) It assumes that .

Inspite of these limitations, MMS algorithm represents a major
advancement in the field of ISI reduction. Further, by achieving
decorrelation of the total number of transitions and over a
large range of , it reduces ISI induced distortion to a great
extent.

C. ISI Shaping Techniques
Another major advancement came in the form of the ISI

shaping technique proposed in [24]. This technique showed that
ISI error can be high-pass shaped similar to static mismatch.
The technique of [24] achieved simultaneous ISI and mismatch
shaping by using two separate loops as shown in Fig. 8.
ISI shaping is done by a loop which monitors the up-tran-

sition density of each DAC element and ensures their long
term average is equal to a fixed number . By controlling the
switching activity of individual DAC elements, the technique of
[24] solves the limitations of the MMS technique in that it does
not require to be equal to and it does not require ISI
errors of each DAC element to match.
The ISI shaping technique of [24] monitors only the up transi-

tion and not the down transition. A better ISI shaping can be ob-
tained by taking both the up and down transitions into account.
The technique proposed in [25] does this. The improvement in
ISI shaping performance can be intuitively understood by rec-
ognizing a down transition as an intermediate state between two

Fig. 9. Architecture of ISI shaping technique of [25].

Fig. 10. DAC output spectra comparison between ISI shaping technique of [24]
and DEM of [25].

up transitions. Thus, counting down transition can double the
resolution of transition rate count, and hence improve the ISI
shaping performance. Since the up transition density is equal to
the down transition density, shaping the total transition sequence
guarantees that both up as well as down transition sequences
are shaped. The architecture monitoring both the transitions is
shown in Fig. 9.
Comparison of the ISI shaping techniques of [24] and [25] is

shown in Fig. 10 for a dBFS input. First order filter is used
for both static mismatch and ISI shaping loops. A 32-element
DAC with 1% static mismatch and 3% ISI error is used for the
comparison. At an OSR of 16, the technique of [25] shows 4
dB higher SNDR than the ISI shaping technique of [24]. This
validates the idea of monitoring both up and down transitions in
order to achieve a better ISI shaping performance.
A limitation of both the ISI shaping technique of [24] and

the DEM proposed in [25] is the presence of distortion at large
signal amplitudes. This is also evident from Fig. 10. The dis-
tortion comes from the coupling between ISI and mismatch
shaping loops. At large signal amplitudes, this coupling is very
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Fig. 11. Spectra of for ISI shaping technique [24] and modified ther-
mometer coding of [22].

tight and causes the instantaneous transition density to be de-
pendent on even though the average transition density is
independent of . This is unlike the thermometer based tech-
niques which show excellent decorrelation between instanta-
neous transition density and . As an example, of the
ISI shaping technique of [24] and the modified thermometer
coding of [22] is shown in Fig. 11. An input amplitude of
dBFS was used for the simulation. It can be seen that the tech-
nique of [22] shows a much lower second harmonic than ISI
shaping technique of [24]. This is due to the decorrelation be-
tween and for the modified thermometer coding tech-
nique of [22]. Thus, Fig. 11 also highlights the limitation of the
ISI shaping technique [24], namely, increased distortion at large
signal amplitudes.

D. ISI Shaping With Signal Independent Element Transition
Rates

Recently, another technique has been reported in [26] that
achieves simultaneous mismatch and ISI shaping while en-
suring that the total number of transitions remains independent
of . The DEM proposed in [26] achieves ISI shaping by
using a modulator to vary the instantaneous number of
transitions between three adjacent integers, and .
To see how this can be done, let us use to denote the total
number of up and down transitions. The total number of up
transitions, , can then be written as

(7)

It can be seen from (7) that if is high-pass shaped and
uncorrelated with , ISI error can be shaped without any dis-
tortion. cannot be a constant as
has to be even, which means that cannot be completely
independent of . Assuming the long term average of
to be can be chosen in the following way to ensure a
good decorrelation with :
1) if is even, .
2) if is odd, a modulator sets

to or .

Fig. 12. Circuit block diagram that generates first-order high-pass shaped
and .

The hardware implementation for generation of and
is shown in Fig. 12.

An XOR gate checks parity of . If it
is even, the modulator produces 0 and is set to . If

is odd, is set to according to the
output of the modulator. A small and efficient dither is added to
remove spurs [27].
Once is generated, is obtained from (7), and the el-

ement selection is decided every cycle in the following manner:
1) turn on unselected elements that have been least fre-

quently used.
2) keep on selected elements that have been least

frequently used.
There are requirements on and in order for this al-

gorithm to work. First, . If this inequality
is violated, step 1) of the algorithm is unrealizable, as the total
number of unselected elements is smaller than . By plug-
ging in (7), this inequality is essentially

(8)

The second requirement is .
If violated, step 2) of the algorithm is invalid because there is
insufficient number of elements to keep on. Again plugging in
(7), we have

(9)

These requirements impose constraints on and the range
of . The lower limit for is . In a
low-pass modulator with high OSR, the range of

is typically set not by the signal but by the noise
transfer function. Thus, this limit essentially states that
or must be equal or greater than the maximum NTF gain.
For example, if , we have . Note
that for a modulator with low OSR, the maximum value of

may be larger than . In such a
case, needs to be set even larger. Similarly, we can derive the
constraints on the range of from
and . They are equivalent
to . Thus, the
maximum range for is smaller than . For example,
if and , we have . This con-
straint is mild as it is only about 1 dB loss in the signal swing.
Only if is large and is small simultane-
ously, the constraint will become tighter. It should be noted
here that a moderate value of max (e.g., 2 or 3) is
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Fig. 13. Implementation of the DEM proposed in [26].

sometimes preferred over a large max . For a
ADC, a moderate out-of-band NTF gain results in smaller input
swing for the first-stage integrator, thereby improving its lin-
earity and relaxing the slew rate requirement. For a DAC,
it relaxes the performance requirement of the analog reconstruc-
tion filter. Moreover, a moderate out-of-band gain together with
a large can reduce the amount of out-of-band noise, and
thus, reduce the clock jitter sensitivity. In addition to high-speed
CT modulators, ISI reduction is also of great importance
in high-resolution but low-speed ADCs/DACs, such as those
used in high quality audio applications. A large value of is
common in high-quality audio DACs. As an example, the mod-
ulator in [24] has a segmented DAC with both the primary and
secondary DACs having 32 elements each. In this scenario, the
signal swing loss is still small.
It should also be pointed out here that the restriction on the

range of is actually a manifestation of the trade-off between
redundancies in element selection and ISI error reduction. There
should be adequate redundancy in the DAC for the DEM to
select elements so as to reduce ISI error. MMS algorithm [23]
has a restriction on the range of similar to to the DEM
proposed in [26]. The ISI shaping technique [24] allows for a
larger input swing but suffers from increased distortion.
Hardware implementation of the DEM of [26] is shown in

Fig. 13. The modification from the DEM in [22] is the pres-
ence of an additional VQ and an additional direct feedback path.
A high value of ensures that the vector quantizer gives
higher priority to elements that are not selected previously and
the vector quantizer gives higher priority to previously se-
lected elements. For efficient hardware implementation, the two
summers before and can be removed and replaced by
a sign bit for inputs to and . For previously selected
elements, the sign bit will be set to ‘1’ for inputs to and
set to ‘0’ for the remaining inputs to . The sign bit for in-
puts to are complementary to the inputs to . It should
be noted here that cannot be too small as a very small value

of will violate the condition and result in

a high quantization noise. As long as is sufficiently high, the
value of does not affect the trade-off between static mismatch
and ISI error. This can also be seen from the results in Table III.
A fifth-order DAC with maximum out-of-band NTF gain
of 3 was used for the simulation. A dBFS input at frequency
of was used. It can be seen that if ISI is the dominant

TABLE III
VARIATION OF SNDR WITH

Fig. 14. Spectra of for ISI shaping technique of [24] and DEM of [26].

source of nonlinearity, then the presence of the feedback path
with gain results in a better SNDR than if static mismatch is
the dominant source of output nonlinearity. However, change in
the value of does not present any trade-off between static mis-

match and ISI error provided that the condition

is not violated.
Fig. 14 shows the spectra of up-transition sequence for

ISI shaping technique of [24] and DEM of [26] for an input am-
plitude of dBFS. A 32-element DAC with 1% static mis-
match error and 1% ISI error was used for the simulation. A
maximum out-of-band NTF gain of 3 was used. As can be seen
from Fig. 14, the technique in [26] achieves a good decorrela-
tion between and and hence, does not show harmonic
distortion like the ISI shaping technique of [24].
The technique in [26] monitors only the total number of

transitions as opposed to the ISI shaping technique [24]
that monitors the transition of each DAC element. The result
is having less hardware complexity at the expense of not
shaping the transition sequence for each element even though
the overall transition sequence is shaped. This can also be seen
from Fig. 15 which shows the spectra of for ISI shaping
technique of [24] and the technique of [26]. The simulation
conditions are the same as used for Fig. 14. for the
technique in [26] is not shaped even though is shaped. The
limitation of not shaping is an increased noise floor at low
frequencies in presence of mismatch in ISI error between the
different DAC elements. Note that the spectrum of shows
peaks at frequencies of where is an integer.
The reason is that on an average new DAC elements are
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Fig. 15. Spectra of for ISI shaping technique [24] and DEM of [26].

turned on every cycle. Since there are elements in the DAC,
each takes on average cycles to repeat its pattern.
Since, , each also repeats
every cycles on average. This leads to noise peaks at

.
Note that presence of noise peaks will increase in-band noise.

Thus, there is a trade-off with respect to the choice of . A
higher value of will increase the element switching rate and
push the noise peaks away. This comes at the expense of re-
ducing the range of and degrading the redundancy avail-
able for ISI shaping. Note that this is similar to the trade-off in
DWA which has the highest element switching rate, and hence,
the best first-order static mismatch shaping, but also the worst
ISI error.

E. Summary of Prior Works

Starting from the basic thermometer coding, researchers have
proposed modified thermometer based RTC [19], RSTC [20]
and the DEM of [21] which randomize the static mismatch. All
these techniques achieve good ISI reduction by having very low
DAC element switching similar to that in basic thermometer
coding. The modified thermometer coding of [22] improves
upon the existing thermometer-based techniques by achieving
high-pass shaping of static mismatch while maintaining the
same low element transition rate. All the thermometer based
techniques rely on intrinsic quantization noise to achieve a
better static mismatch reduction. Thus, these techniques are
suitable for multi-bit, CT DACs with aggressive noise
shaping. The thermometer based DEMs also show good
decorrelation between and the input . The MMS
technique of [23] is an important leap forward and it showed
that ensuring a constant transition density can turn a significant
portion of the ISI error into offset, thus greatly improving DAC
linearity. The ISI shaping technique of [24] achieves high-pass
shaping of both static mismatch and ISI error and is a major
advancement on the prior art. It also removes the limitations

Fig. 16. Architecture of proposed DEM technique.

of requiring matched ISI errors of individual elements and
equal ISI contribution from up and down transitions which
the MMS algorithm suffers from. The work of [25] improves
the ISI shaping performance by monitoring both up and down
transitions instead of only the up transition as in [24]. However,
both the ISI shaping techniques of [24], [25] show distortion
at large amplitudes due to the dependence of instantaneous

on . The work of [26] addresses this limitation by
ensuring that is independent of in every cycle while
maintaining the high-pass shaping of . However, it still has
a limitation similar to the MMS algorithm in that a reasonable
matching between ISI errors of individual elements is expected.
Thus, even though the technique of [26] can high-pass shape

, it cannot high-pass shape . The technique of [26]
and MMS algorithm have a restriction on the maximum value
of as discussed earlier, and is best suited for moderate
out-of-band NTF gains. The ISI shaping techniques of [24],
[25] can support a larger range of at the cost of increased
distortion at large values of . The modified thermometer
coding techniques [19]–[22] do not have this restriction on the
range of , but their static mismatch handling capability
degrades if the out-of-band NTF gain is low.

IV. PROPOSED DEMWITH HIGH-PASS SHAPING OF MISMATCH
AND ISI ERROR OF INDIVIDUAL DAC ELEMENTS

A. Proposed Technique

The limitation of not shaping as in [26] can be solved
by keeping track of the transition rates of each DAC element.
This can be done by modifying the DEM in Fig. 13 as shown in
Fig. 16.
The modification from the architecture in Fig. 13 are the

two feedback loops that take into account the accumulation
of up-transition rate for each DAC element. If any element in
the DAC has made many up-transitions in previous cycles, the
feedback loop will lower the priority for selection of the ele-
ment by , and the feedback loop will increase the priority
for selection of the element by . Thus, if an element in the
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Fig. 17. as a function of time for (a) (b) (c) .

Fig. 18. Spectra of for different values.

DAC has a high accumulated , the proposed DEM tries to
ensure that does not make a transition in the next cycle.
As a result, the long term average of is identical for all
elements leading to a high-pass shaped spectrum.
The element selection pattern every cycle is then decided in

the following manner:
1) unselected elements are turned on that have been least

frequently used and have the lowest accumulated .
2) selected elements are kept on that have been

least frequently used and have the highest accumulated
.

The total number of transitions, , as a function of time
is shown in Fig. 17. It can be clearly seen that varies be-
tween , and . The spectra of for different
values are shown in Fig. 18. The first-order shaping of

can be clearly seen from Fig. 18. The absence of any tones in
Fig. 18 show that has good decorrelation with .
The spectra of for the technique in [26] and the pro-

posed DEM are shown in Fig. 19. A 32-element DAC, with an
input of dBFS was used for the simulation. A static mis-
match error with a standard deviation of 1% and an ISI error
with a mean of 1% and standard deviation of 1% was used. The
first-order shaping of for the proposed DEM can be clearly
seen.

Fig. 19. Spectra of for DEM of [26] and proposed DEM technique.

Fig. 20. Output spectra for DEM of [26] and the proposed DEM.

Fig. 20 shows the spectra of the DAC output for the tech-
nique of [26] and the proposed DEM. The same simulation con-
ditions as for Fig. 19 were used. It can be clearly seen from
Fig. 20 that the proposed DEM has a lower in-band noise and
maintains in-band noise shaping even in the presence of mis-
match between ISI errors in the DAC elements. These simula-
tion results demonstrate that the proposed DEM can high-pass
shape static mismatch and ISI error of each DAC element.

B. Hardware Complexity
Compared to the technique of [26], the proposed technique

has an additional feedback loop with integrator and logic gates.
This is a small increase in terms of hardware cost, specially for
advanced technology nodes. The architecture of the proposed
DEM has two vector quantizers. Each VQ has to perform a
sorting of elements which can be hardware intensive when

is large. As increases, the hardware complexity increases
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Fig. 21. Implementation of the proposed technique with reduced hardware
complexity.

Fig. 22. Second-order mismatch and ISI shaping with the proposed DEM
technique.

Fig. 23. Second-order shaped generation technique.

in a super-linear fashion. To reduce the hardware complexity,
the tree-structure of [9] can be adopted. Fig. 21 shows an ex-
ample for . A splitter separates into two 4-bit paths.
Thus, two 4-bit sorters are needed instead of a 5-bit sorter which
reduces the hardware complexity considerably. To use this split-
ting technique, each path has to ensure an average transi-
tions to keep the overall number of transitions at .

C. Second-Order Shaping
The proposed technique can be extended to achieve higher

order mismatch and ISI shaping. Fig. 22 shows the architecture
for second-order mismatch and ISI shaping with the proposed
technique. The filter used for second-order shaping of is
similar to the filter structure used in higher order VQ as shown
in [10]. Fig. 23 shows the implementation of second-order high-
pass shaped generation block.
Fig. 24 shows second-order shaped and obtained

using the architecture of Fig. 22. The second-order shaping can
be clearly seen.

Fig. 24. Spectra of and for second-order mismatch and ISI shaping
with the proposed DEM technique.

V. SIMULATION RESULTS
To compare the proposed technique with the existing tech-

niques, a 32-element, fifth-order DAC was used and
point discrete-time simulation was performed. A maximum out-
of-band NTF gain of 3 and input amplitude of dBFS was
used. The modulator is designed and optimized by using
the MATLAB modulator toolbox [8]. An input signal fre-
quency of and OSR of 64 was used. The DAC ele-
ments are assumed to have a static mismatch with a zero mean
and standard deviation of 1%. The ISI error is assumed to have
a mean of 2% with a standard deviation of 1%. Thermal noise
is added so that the thermal noise limited signal-to-noise ratio
(SNR) at an OSR of 64 is 103.7 dB.
Fig. 25 shows the performance of the various DEM tech-

niques. The basic thermometer coding minimizes the ISI error
but shows a lot of harmonics due to static mismatch in the DAC
elements and has an SNDR of 55.3 dB and SFDR of 60.7 dB.
The random element selection technique whitens the static mis-
match error, but cannot handle ISI error. As a result, its SNDR
is reduced to 48.9 dB and the SFDR is 52.2 dB. DWA shapes the
static mismatch error, but has a very large ISI error due to the in-
crease in element switching rate. Thus, it shows a low SNDR of
41.2 dB and an SFDR of 44.5 dB. Second-order DEM has lower
element switching rate than DWA, but its in-band noise is still
dominated by ISI induced distortions. It has an SNDR of 48 dB
and SFDR of 51.1 dB. The RSTC technique [20] whitens both
the static mismatch and ISI error and has an SNDR of 53.7 dB
and an SFDR of 76.2 dB which is better than pure thermometer
coding. The modified thermometer technique of [22] minimizes
the DAC element switching rate and also shapes the static mis-
match error. However, at moderate values of out-of-band NTF
gain, its static mismatch shaping performance is not as good as
DWA. Thus, it has an SNDR of 64.4 dB and SFDR of 96 dB.
TheMMS technique [23] reduces the ISI induced distortion sig-
nificantly and also shapes the static mismatch. It has an SNDR
of 79.9 dB and an SFDR of 101.8 dB. The ISI shaping tech-
nique [24] high-pass shapes both static mismatch and ISI error.
However, it shows a second-order distortion at dBFS. Thus
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Fig. 25. DAC output spectra for (a) thermometer coding, (b) random selection, (c) DWA, (d) 2nd-order DEM, (e) RSTC [20], (f) modified thermometer coding
[22], (g) MMS [23], (h) ISI shaping [24], (i) enhanced ISI shaping of [25], (j) DEM of [26], (k) proposed DEM with first-order shaping, and (l) proposed DEM
with second-order shaping for dBFS input.

it has an SNDR of 80.6 dB and SFDR of 86.4 dB. The enhanced
ISI shaping technique of [25] monitors both up and down tran-
sitions and thus has a better ISI shaping performance than [24].
It has an SNDR of 85.8 dB and SFDR of 89.9 dB. The technique
of [26] shapes both static mismatch and ISI error while main-
taining good decorrelation between instantaneous transition rate
and input. Thus it has an SNDR of 85.9 dB and a very good
SFDR of dB. The proposed DEM builds on the technique
of [26] and removes its limitation of not shaping ISI error of in-
dividual elements. Thus, it has a better in-band noise than [26].
It has an SNDR of 87.3 dB and SFDR of dB. The pro-
posed DEM with second-order static mismatch and ISI shaping
has an SNDR of 90.3 dB and SFDR of dB. The simula-
tion results are summarized in Table IV. It can be clearly seen
that the proposed DEMmaintains its superior performance over
the existing art at both moderate and low OSR.
To compare the performance of the different ISI mitigation

techniques, it is very important to look at their noise and distor-
tion performance at different amplitudes. To this end, an input
amplitude sweep was performed with the same simulation set-
tings as used for Fig. 25. The SNR versus amplitude sweep plot
is shown in Fig. 26. The proposed technique has the best SNR.
The enhanced ISI shaping technique of [25] has a better SNR
performance than the ISI shaping technique of [24] as it mon-
itors both the up and down transitions thereby achieving finer

TABLE IV
COMPARISON OF DIFFERENT DEM TECHNIQUES FOR MULTI-BIT DAC

resolution in transition rate count. The total-harmonic distortion
(THD) versus input amplitude is shown in Fig. 27. The THD
was computed by using the formula

To get an accurate estimate of the power in the harmonics, a
point simulation was performed with an averaging of 10

times. From Fig. 27, it can be seen that the proposed DEM has
the best THD performance at large signal amplitudes. This is



610 IEEE JOURNAL ON EMERGING AND SELECTED TOPICS IN CIRCUITS AND SYSTEMS, VOL. 5, NO. 4, DECEMBER 2015

Fig. 26. Comparison of SNR versus amplitude for ISI reduction techniques.

Fig. 27. Comparison of THD versus amplitude for ISI reduction techniques.

due to the excellent decorrelation between instantaneous transi-
tion density and input achieved by the proposed DEM. The ISI
shaping techniques of [24], [25] show degradation in THD per-
formance above dBFS due to increased correlation of instan-
taneous transition density with the input resulting in increased
harmonic distortion. The MMS technique [23] performs better
than the ISI shaping techniques of [24], [25] at large signal am-
plitudes due to better decorrelation between instantaneous tran-
sition density and input signal. At low signal amplitudes, the
power in the harmonic bins is dominated by noise rather than
distortion. For the proposed DEM as well as the DEM of [26],
which have very low distortion, harmonic distortions go below
the noise floor at input amplitudes smaller than dBFS.
Finally, the output spectrum of different state-of-the-art ISI

mitigation techniques at a small input amplitude of dBFS
is shown in Fig. 28. All the simulation conditions, except the
input amplitude, are same as used for Fig. 25. It can be seen
that at low signal amplitudes, the proposed DEM has no visible
distortions and has a good SNDR of 29.5 dB. As is expected, at
low input amplitudes, the enhanced ISI shaping technique [25]
has the best SNDR due to its better ISI shaping performance as
it keeps count of both up and down transitions rather than only
one transition.

Fig. 28. DAC output spectra for (a) modified thermometer coding [22],
(b) MMS [23], (c) ISI shaping [24], (d) enhanced ISI shaping of [25], (e) DEM
of [26], and (f) proposed DEM with first-order shaping for dBFS input.

VI. CONCLUSION

Static mismatch is the main source of error in multi-bit DT
modulators and most of the existing DEM algorithms are

designed to address static mismatch. Recently, CT modula-
tors have been more popular than DT modulators as CT
modulators can operate at higher sampling frequency and/or
consume less power. However in CT modulators, dynamic
ISI error is a major concern. Most existing DEM techniques
cannot handle ISI error as they increase element switching ac-
tivity to high-pass static mismatch. This paper has presented a
novel technique to simultaneously high-pass shape static mis-
match and ISI error of each DAC element in a multi-bit, CT

modulator. The proposed technique also ensures a good
decorrelation of the instantaneous transition density from the
input signal. Existing works on ISI reduction has been reviewed
and the proposed technique is compared with existing art. The
proposed DEM is purely digital in nature and is expected to be
useful for high performance, CT modulators.
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