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Networked Ro41. Networked Robots

Vijay Kumar, Daniela Rus, Gaurav S. Sukhatme

This chapter discusses networked robots, multi-
ple robots operating together coordinating and
cooperating by networked communication to ac-
complish a specified task. This chapter presents
an overview of the field with an emphasis on
recent results and research challenges. Multiple
robots enable new capabilities and the commu-
nication network enables new approaches and
solutions that are difficult with just perception
and control. Communication enables new control
and perception capabilities in the system (e.g., ac-
cess to information outside the perception range
of the robot system). Conversely, control enables
solutions for problems that are difficult without
mobility (e.g., localization). Section 41.1 defines
the field, examines the benefits of networking in
robot coordination, and discusses applications.
Section 41.2 highlights a few projects focused on
networked robotics and discusses the application
potential of the field. Section 41.3 discusses the
research challenges at the intersection of control,
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communication, and perception. Section 41.4 de-
fines a model for the control of a networked system
which is used in Sects. 41.5–41.8 to examine spe-
cific research issues and opportunities facilitated
by the interplay between communication, control,
and perception.

41.1 Overview

The term networked robots refers to multiple robots
operating together coordinating and cooperating by net-
worked communication to accomplish a specified task.
Communication between entities is fundamental to co-
operation (and coordination), hence there is a central role
for the communication network in networked robots.
Networked robots may also involve coordination and
cooperation with stationary sensors, embedded comput-
ers, and human users. The central feature of networked
robots is the ability of the system to perform tasks that
are well beyond the abilities of a single robot or multiple
uncoordinated robots.

The IEEE technical committee on networked robots
has adopted the following definition of a networked
robot:

A networked robot is a robotic device connected to
a communications network such as the Internet or local-
area network (LAN). The network could be wired or
wireless, and based on any of of a variety of protocols
such as the transmission control protocol (TCP), the user
datagram protocol (UDP), or 802.11. Many new applica-
tions are now being developed ranging from automation
to exploration. There are two subclasses of networked
robots:

1. Teleoperated, where human supervisors send com-
mands and receive feedback via the network. Such
systems support research, education, and public
awareness by making valuable resources accessible
to broad audiences.
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944 Part E Mobile and Distributed Robotics

2. Autonomous, where robots and sensors exchange
data via the network. In such systems, the sensor
network extends the effective sensing range of the
robots, allowing them to communicate with each
other over long distances to coordinate their activity.
Sensing, actuation, and computation need no longer
be collocated. A broad challenge is to develop a sci-
ence base that couples communication, perception,
and control to enable such new capabilities.

This definition of autonomous networked robots also
includes a third class of distributed systems, mobile
sensor networks, which is a natural evolution of sen-
sor networks. Robot networks allow robots to measure
spatially and temporally distributed phenomena more
efficiently. The robots in turn can deploy, repair, and
maintain the sensor network to increase its longevity,
and utility. The focus of this chapter is autonomous
networked robots.

Embedded computers and sensors are becoming
ubiquitous in homes and factories, and increasingly
wireless ad hoc networks or plug-and-play wired
networks are becoming commonplace. Human users in-
teract with embedded computers and sensors to perform
tasks ranging from monitoring (e.g., supervising the op-
eration of a factor and surveillance in a building) to
control (e.g., running an assembly line consisting of
sensors, actuators, and material-handling equipment). In
most of these cases, the human users, embedded comput-

a) b)b)

c) d)

Fig. 41.1a–d Small modules [41.1] can automatically con-
nect and communicate information to perform locomotion
tasks (a); robot arms [41.2] on mobile bases can cooperate
to perform household chores (b); swarms of robots [41.3]
can be used to explore an unknown environment (c); and
industrial robots can cooperate in welding operations (d)

a) b)b)

c)c)

Fig. 41.2a–c Robotic modules [41.4] can be reconfigured
to morph into different locomotion systems including
a wheel-like rolling system (a), a snake-like undulatory
locomotion system (b), a four-legged walking system (c)

ers, and sensors are not collocated and the coordination
and communication happens through a network. Net-
worked robots extends this vision to multiple robots
functioning in a wide range of environments performing
tasks that require them to coordinate with other robots,
cooperate with humans, and act on information derived
from multiple sensors.

Figure 41.1 shows prototype concepts derived from
academic laboratories and industry. In all these ex-
amples, independent robot or robotic modules can
cooperate to perform tasks that a single robot (or mod-
ule) cannot perform. Robots can automatically couple to
perform locomotion tasks (also see Fig. 41.2) and ma-
nipulation tasks that either a single robot cannot perform,
or that would require a special-purpose larger robot to
perform. They can also coordinate to perform search
and reconnaissance tasks exploiting the efficiency that is
inherent in parallelism. They can also perform indepen-
dent tasks that need to be coordinated. Examples in the
manufacturing industry include, for example, fixturing
and welding.

Besides being able to perform tasks that individual
robots cannot perform, networked robots also result in
improved efficiency. Networking gives each robot ac-
cess to information outside its perception range. Tasks
such as searching or mapping can, in principle, be per-
formed faster with an increase in the number of robots.
A speed up in manufacturing operations can be achieved
by deploying multiple robots performing operations in
parallel but in a coordinated fashion.
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Networked Robots 41.2 State of the Art and Potential 945

Another advantage of using the network to con-
nect robots is the ability to connect and harness
physically removed assets. Mobile robots can re-
act to information sensed by other mobile robots
at a remote location. Industrial robots can adapt
their end-effectors to new parts being manufactured
upstream in the assembly line. Human users can
use machines that are remotely located via the net-
work.

The ability to network robots also enables fault
tolerance in design. If robots can dynamically recon-
figure themselves using the network, they are more
tolerant to robot failures. This is seen in the Inter-
net where multiple gateways, routers, and computers
provide for a fault-tolerant system (although the In-
ternet is not robust in other ways). Similarly, robots
that can plug and play can be swapped in and out
automatically to provide for a robust operating envi-
ronment.

Finally, networked robots have the potential to pro-
vide great synergy by bringing together components

with complementary benefits and making the whole
greater than the sum of the parts.

Applications for networked robots abound. The US
military routinely deploys unmanned vehicles that are
reprogrammed remotely based on intelligence gathered
by other unmanned vehicles, sometimes automatically.
The deployment of satellites in space, often by astronauts
in a shuttle with the shuttle robot arm requires the coor-
dination of complex instrumentation onboard the space
shuttle, human operators on a ground station, the shuttle
arm, and a human user on the shuttle. Home appliances
now contain sensors and are becoming networked. As
domestic and personal robots become more common-
place, it is natural to see these robots working with
sensors and appliances in the house while cooperating
with one or more human users. Networked robots will
likely be used as critical ingredients in the environmental
observatories of the future. Large-scale ecological moni-
toring precludes the use of monolithic infrastructure,
and is envisioned to be built as a distributed, networked
robotic system.

41.2 State of the Art and Potential

The Network Robot Forum established in Japan in
2003 [41.5] estimates that the size of the networked
robot industry will be over $200B by 2013, much
larger than the industrial robot market for manufac-
turing applications. This growth is broad-based, across
many industries. There is a strong connection between
this industry and the industry connected to sensor net-
works. Sensor networks have been projected to grow
dramatically in terms of commercialization and market
value [41.6]. Robot networks are analogous to sensor
networks except that they allow sensors to have mobil-
ity and allow the geographical distribution of the sensors
to be adapted based on the information acquired.

A system of robots, embedded computers, actua-
tors, and sensors has tremendous potential in civilian,
defense, and manufacturing applications. Nature pro-
vides the proof of concept of what is possible [41.7].
Group behaviors in nature can be found in organisms
that are only microns to those that are several meters
in length. There are numerous examples of simple ani-
mals that execute simple behaviors with modest sensors
and actuators but communicate with and sense nearest
neighbors to enable complex emergent behaviors that
are fundamental to navigation, foraging, hunting, con-
structing nests, survival, and eventually growth. As seen

in Fig. 41.3, relatively small agents are able to manip-
ulate objects that are significantly larger in terms of
size and payload by cooperating with fairly simple in-
dividual behaviors. The coordination between agents is
completely decentralized, allowing scaling up to large
numbers of robots and large objects [41.8]. Individu-
als do not recognize each other. In other words, there
is no labeling or identification of robots. The number

Fig. 41.3 Ants are able to cooperatively manipulate and
transport objects often in large groups, without identified
or labeled neighbors, and without centralized coordination
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946 Part E Mobile and Distributed Robotics

of agents in the team is not explicitly encoded. Agents
are identical, enabling robustness to failures and modu-
larity. There is minimal communication, and even that
which is present is only between neighbors. Further-
more, the optimal mode of group coordination may be
scale dependent. Studies of wasps show strong evidence
of centralized coordination among species with small
colony sizes, but a distributed, decentralized coordina-
tion in larger colonies [41.9]. All these attributes are
relevant to networked robots.

Biology has shown how simple decentralized be-
haviors in unidentified individuals (e.g., insects and
birds exhibiting swarming behaviors) can exhibit a wide
array of seemingly intelligent group behaviors. Simi-
larly networked robots can potentially communicate and
cooperate with each other, and even though individual
robots may not be sophisticated, it is possible for net-
worked robots to provide a range of intelligent behaviors
that are beyond the scope of intelligent robots.

The significance and potential impact of networked
robots is apparent from the following examples.

The manufacturing industry has always relied on in-
tegration between sensors, actuators, material-handling
equipment, and robots. Today companies are finding
it easier to reconfigure existing infrastructure by net-
working new robots and sensors with existing robots
via wireless networks. There is also an increasing trend
toward robots interacting with each other in operations
like welding and machining, and robots cooperating with
humans in assembly and material-handling tasks. Work-
cells consist of multiple robots, numerous sensors and
controllers, automated guided vehicles, and one or two
human operators working in a supervisory role. How-
ever, in most of these cells, the networked robots operate
in a structured environment with very little variation in
configuration and/or operating conditions.

There is a growing emphasis on networking robots
in applications of field robotics, for example, in the min-
ing industry. Like the manufacturing industry, operating
conditions are often unpleasant and the tasks are repeti-
tive. However, these applications are less structured and
human operators play a more important role.

In the health care industry, networks allow health
care professionals to interact with their patients, other
professionals, expensive diagnostic instruments, and in
the future surgical robots. Telemedicine is expected to
provide a major growth impetus for remote networked
robotic devices that will take the place of today’s stand-
alone medical devices.

There are already many commercial products, no-
tably in Japan, where robots can be programmed via

and communicate with cellular phones. For example,
the MARON robot developed by Fujitsu lets a human
user dial up their robot and instruct it to conduct sim-
ple tasks including sending pictures back to the user
via a cellular phone. Indeed these robots will interact
with other sensors and actuators in the home – door
openers equipped with Bluetooth cards and actuators
and computer-controlled lighting, microwaves, and dish-
washers. Indeed the Network Robot Forum [41.5] is
already setting standards for how stationary sensors and
actuators can interact with other robots in domestic and
commercial settings.

Environmental monitoring is a key application for
networked robots. By exploiting mobility and commu-
nication, robotic infrastructure enables observation and
data collection at unprecedented scales in various as-
pects of ecological monitoring. This is significant for
environmental regulatory policies (e.g., clean air and
water legislation), as well as an enabler of new scien-
tific discovery, for example, it is possible to obtain maps
of salinity gradients in oceans, temperature and humid-
ity variations in forests, the and chemical composition
of air and water in different ecological systems [41.10].
In addition to mobile sensor networks, it is also pos-
sible to use robots to deploy sensors and to retrieve
information from the sensors. Mobile platforms allow
the same sensor to collect data from multiple locations
while communication allows the coordinated control and
aggregation of information. Examples include systems
built for aquatic [41.11], terrestrial [41.12], and subsoil
monitoring [41.13]. There are many efforts to developed
networked underwater platforms [41.14–16]. Networks
of static and robotic devices have been developed for
aquatic monitoring [41.11] and to obtain high-resolution
information on the spatial and temporal distributions of
plankton assemblages and concomitant environmental
parameters. The RiverNet project [41.17] at Rensse-
laer Polytechnic Institute (RPI) has focused on the
development of robotic sensor networks for monitoring
a river ecosystem. Recent work at University of Cal-
ifornia, Los Angeles (UCLA), University of Southern
California (USC), University of California, Riverside,
and University of California, Merced on the networked
infomechanical system project [41.12] has focused on
the development of robotic networks for monitoring the
forest canopy, with a view to providing data for model-
ing canopy and undercover growth. Networked robotic
mini-rhizotrons [41.13] are being deployed in the forest
to monitor root growth in the soil.

In the defense industry, countries like the USA
have invested heavily in the concept of networked, geo-
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Networked Robots 41.3 Research Challenges 947

graphically distributed assets. Unmanned aerial vehicles
like the Predators are operated remotely. Information
from sensors on the Predators triggers the deployment
of other vehicles and weapon systems at a different
remote location and allows commanders in a third loca-
tion to control and command all these assets. The US
military is engaged in the large Future Combat Sys-
tems initiative to develop network-centric approaches
to deploying autonomous vehicles. The network-centric
tactical paradigms for modern warfare have created
networked robots for defense and homeland security.
While networked robots are already in operation, cur-
rent approaches are limited to human users commanding
a single vehicle or sensor system. However, it takes many
human operators (between 2–10 depending on the com-
plexity of the system) to deploy complex systems like
unmanned aerial vehicles. A Predator unmanned aerial
vehicle (UAV) is operated from a tactical control sta-
tion, which may be on an aircraft carrier, with a basic
crew of 3–10 operators.

The eventual goal, however, is to enable a single
human user to deploy networks of unmanned aerial,
ground, surface, and underwater vehicles. There have
been several recent demonstrations of multirobot sys-
tems exploring urban environments [41.20, 21] and the
interiors of buildings [41.19, 22] to detect and track in-
truders, and transmit all of the above information to
a remote operator. These examples show that it is pos-
sible to deploy networked robots using an off-the-shelf
802.11b wireless network and have the team be remotely
tasked and monitored by a single operator. An example
of a project with heterogeneous vehicles in an urban set-
ting is shown in Fig. 41.4. An example of a project with
heterogeneous vehicles in an indoor setting is shown
in Fig. 41.5 wherein robots map an environment and
deploy themselves to form a sensor network to detect
intruders.

Many research projects are addressing group behav-
iors or collective intelligence by realizing swarming
behaviors observed in nature. For example, the Eu-
ropean Union (EU) has several EU-wide coordinated
projects on collective intelligence or swarm intelli-
gence. The I-Swarm project in Karlsruhe [41.23] and
the Swarm-Bot project at Ecole Polytechnique Fédérale

Fig. 41.4 A single operator commanding a network of
aerial and ground vehicles from a command and control
vehicle in an urban environment for scouting and recon-
naissance in a recent demonstration by the University of
Pennsylvania, Georgia Tech. and University of Southern
California [41.18]

Fig. 41.5 Under the DARPA SDR program, a team from
the University of Southern California, the University of
Tennessee, and Science Applications and International
Corporation (SAIC) demonstrated mapping, and intruder
detection by a team of networked robots [41.19]

de Lausanne (EPFL) [41.24] are examples of swarm
intelligence. The Laboratory for Analysis and Architec-
ture of Systems (LAAS) has a strong group in robotics
and artificial intelligence. This group has had a long
history of basic and applied research in multirobot sys-
tems. The integration of multiple unmanned vehicles for
applications such as terrain mapping and fire-fighting
is addressed in [41.25]. A recent multi-university US
project addresses the development of networked vehi-
cles for swarming behaviors [41.26]. Projects such as
these are exploring the scalability of the basic concepts
to large numbers of robots, sensors, and actuators.

41.3 Research Challenges

While there are many successful embodiments of
networked robots with applications to manufactur-
ing industry, the defense industry, space exploration,

domestic assistance, and civilian infrastructure, there
are significant challenges that have to be over-
come.
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Fig. 41.6 The paradigm of networked robots introduces
fundamental challenges at the intersection of control, per-
ception, and communication that is of interest to the
robotics, sensor networks, and artificial intelligence com-
munities

The problem of coordinating multiple autonomous
units and making them cooperate creates problems at the
intersection of communication, control, and perception.
Who should talk to who and what information should be
conveyed, and how? How does each unit move in order
to accomplish the task? How should the team members
acquire information? How should the team aggregate in-
formation? These are all basic questions that need basic
advances in control theory, perception, and networking.
In addition, because humans are part of the network (as
in the case of the Internet), we have to device an effective
way for multiple humans to be embedded in the network
and command/control/monitor the network without wor-
rying about the specificity of individual robots in the
network. Thus the underlying research challenges lie
at the intersection of control theory, perception, and
communication/networks, as shown in Fig. 41.6.

It is also worth noting that robot networks are
dynamic unlike networks of sensors, computers or ma-
chines which might be networked together in a fixed
topology. When a robot moves, its neighbors change and
its relationship to the environment changes. As a con-
sequence, the information it acquires and the actions it
executes must change. Not only is the network topology
dynamic, but the robot’s behavior also changes as the
topology changes. It is very difficult to predict the per-
formance of such dynamic robot networks, yet it is this
analysis problem that designers of robot networks must
solve before deploying the network.

This notion of a changing topology inevitably
leads us to complicated mathematical models. Tradi-

tionally, models of group behavior have been built
on continuous models of dynamics of individuals, in-
cluding local interactions with neighbors, and models
of control and sensing with a fixed set of neigh-
bors. While dynamics at the level of individual units
may be adequately described by differential equa-
tions, the interactions with neighbors are best described
by edges on a graph. Modeling, analysis, and con-
trol of such systems will require a comprehensive
theoretical framework and new representational tools.
New mathematical tools that marry dynamical sys-
tem theory, switched systems, discrete mathematics,
graph theory, and computational geometry are needed
to solve the underlying problems. We need a design
methodology for solving the inverse problem in naviga-
tion – behaviors for controlling individuals to achieve
a specified aggregate motion and shape of the group,
and the application to active perception and coverage.
An overview of some of these methods is provided
in Sect. 41.4.

Problems of perception have been studied ex-
tensively in the robotics community. However, the
perception problems in a system of networked, mo-
bile sensor platforms bring a new set of challenges; for
example, consider the problem of estimating the state
of the network. State estimation requires the estima-
tion of the state of robots and the environment based
on local, limited-range sensory information. Localiza-
tion of n vehicles in an m-dimensional configuration
space requires O((nm)k) computations, where k is some-
where between 3 and 6, depending on the algorithm and
domain-specific assumptions. The estimation problem
is further exacerbated by the fact that not all robots in
the network may be able to get the necessary informa-
tion in a time-critical fashion. There are deep issues of
representation and algorithmic development, which are
discussed in Sect. 41.6.

The paradigm of active perception [41.27] links
the control of sensor platforms to perception, bringing
control theory and perception together in a common
framework. Extending this paradigm to networked
robots requires approaches of distributed control to be
merged with decentralized estimation. Robots can move
in order to localize themselves with respect to their
neighbors, to localize their neighbors, and also to iden-
tify, localize, and track features in the environment.
These problems are discussed in Sect. 41.7.

As discussed earlier, the communication network
is central to the functioning of a network of robots.
However, if the network consists of mobile agents with
transmitters and receivers with finite power, there is no
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Networked Robots 41.4 Control 949

guarantee that all agents can talk to teach other. Unlike
a static sensor network, robots in a network can move
toward each other to facilitate communication and adap-

tively maintain a communication network. Some basic
algorithmic problems and several pertinent results are
provided in Sect. 41.8.

41.4 Control

The control of individual robots is critical to the per-
formance and scope of robot networks. Indeed motion
coordination algorithms have been proposed for the pur-
pose of improving communication performance [41.28,
29], localization [41.30, 31], information integration,
deployment [41.32], and coverage [41.33–35], among
other tasks. Mobility allows the group of robots to self-
deploy, and self-organize by relocating themselves in
support of communication, sensing, or task needs; for
example, they can reconfigure to guarantee a desired
communication bandwidth, k-hop connectivity, or al-
gebraic connectivity, enabling message delivery from
one robot to another. The group can also self-organize
to position sensors so as to cover a desired area and
adapt to shifts in the focus of monitoring activities.
Controlling sensor position also supports map mak-
ing, tracking of objects and events, and goal-directed
navigation for users of the network. Finally, mobility
allows robots to accomplish tasks such as naviga-
tion, reconnaissance, transportation, and search and
rescue.

Given a group of mobile sensors, we would like to
have distributed control capabilities that realize desir-
able global specifications. Thus, it is necessary to be
able to automatically determine the necessary position
and orientation of the group members and/or the distri-
bution of group members, and their motion to achieve the
desired task. At a lower level, the robots must be able to
use information from the communication network and
from their own sensors to derive local estimates, rea-
son about the spatial network (their neighbors and their
relationship to the environment), and then use the ap-
propriate control policies to achieve the desired group
specifications. We briefly outline the simplest mathemat-
ical model that is necessary to formulate such problems
in order to provide a better sense of the underlying
challenges.

In a robot network, we have multiple agents or
nodes in which each agent is a physical entity that
can be a robot, a vehicle with actuators and sensors,
a sensor platform (possibly static) or even a communi-
cation relay node. Each agent Ai is characterized by an
identifier, i ∈ I ⊂ Z, a state xi ∈ Xi ⊂ R

n , and control
inputs ui ∈ Ui ⊂ R, with fi : Xi ×Ui → TXi specifying

the dynamics:

ẋi = fi (xi , ui ) . (41.1)

The state xi will consist of the position (and orienta-
tion), ri in some d-dimensional space, and its velocity,
ṙi : xi = (

rT
i , ṙ T

i

)T
, with n = 2d. N c(ri ) and N s(ri ) are

neighborhoods of r that define the range and field of
view of the communication hardware and sensors, re-
spectively.

A network of robots S consists of N agents with
a sensing graph and a communications graph that is
defined by the physical distribution of the agents. The
sensing graph (and similarly the communications graph)
is defined by a map Es : X1 × X2 . . . X N → I × I , where
the edges of the graph are formed dynamically de-
pending on the physical proximity of pairs of agents.
Specifically, the N × N adjacency matrix, As (and simi-
larly Ac) has entries

As
ij =

⎧
⎨

⎩
1, if r j ∈ N s(ri ) ,

0, otherwise .
(41.2)

Agent Ai has estimates of its own state and the states
of neighbors (e.g., A j ), and these estimates are derived
from information associated with edges in the sensing
and communication graph

x̂(i)
j = h(xi , zij ) , (41.3)

where zij represents measurements of the state of agent
A j available to Ai by sensing or communication chan-
nels and h is the estimator used by Ai . Note that zij may
have dimension less than n and may therefore not con-
tain complete information about xij = xi − x j . Clearly
the relative position vector denoted by rij = ri − r j and
its magnitude are important quantities that may need to
be estimated for biological and artificial agents.

Finally, Ai can encode nbi behaviors, which we will
denote by Bi = B1, B2, . . . , Bnbi

. Each behavior B j is
a controller, a function k j : R × Xi → Ui . All agents can
be assigned identical or different behaviors. Each behav-
ior represents a set of unsynchronized, locally executed
computations (for control or estimation) being carried
out for some collective purpose, with each processor us-
ing in its computations only data from its neighboring

Part
E

4
1
.4
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processors. Furthermore, even for a fixed assignment of
behaviors, each processor’s neighbors typically change
with time because the processors are moving in and
out of the sets N c and N s. Thus the methodology for
modeling and analyzing such systems will require the
merging of graph theory and dynamical system theory
at a fundamental level.

The reader is directed to the many survey articles
on this subject for further information. An overview

of challenges for the controls community is presented
in [41.36]. The underlying theory for networked mobile
systems has been explored in the context of automated
highway systems [41.37], cooperative robot reconnais-
sance [41.19] and manipulation [41.38], formation flight
control [41.39], and the control of groups of unmanned
vehicles [41.21]. Our goal in the following sections
is to explore the connections between communication,
perception, and control.

41.5 Communication for Control

Communication networks allow physically discon-
nected entities to exchange information. At the lowest
level, when groups of vehicles coordinate their actions,
communication allows vehicles to exchange state infor-
mation [41.40–42]. At a higher level, robots can plan
navigation and exploration tasks based on an integrated
map of the world derived from information acquired
from different robots [41.43].

The use of communication for control in the mul-
tivehicle context has been addressed in the Path
project where formations of inline vehicles were
studied [41.37]. Problems of the stability of the for-
mation [41.44], the convergence of the formation to
shapes [41.45], and the overall performance of the sys-
tem [41.46] are of great interest. The performance of the
system is directly influenced by the interconnections
between agents. In addition to impacting on stabil-
ity [41.37], feedback of states from different agents
and feedforward information from the plans of differ-
ent agents affects the rates at which the system of agents
can respond to external stimuli [41.46] or to commands
from human operators [41.47].

In addition, communication can be used for high-
level control and planning of robots. There is great
interest in using static sensor nodes as beacons to guide
robot navigation. In [41.48], the problem of coverage
and exploration of an unknown dynamic environment
using a mobile robot is considered. An algorithm is
presented which assumes that global information is not
available [neither a map, nor global positioning system
(GPS) information]. The algorithm deploys a network
of radio beacons that assists the robot in coverage. The
network is also used by the robot for navigation. The
deployed network can also be used for applications
other than coverage (such as multirobot task allocation).
A similar idea was presented using potential-field-based

navigation in [41.43]. In this work the notion of no-go or
danger areas was incorporated into the navigation cost
function. Recent work along these lines with experimen-
tal data from sensor nodes is reported in [41.49].

In such communication-enabled cooperative control
and planning (see also [41.50]), the communication net-
work plays an important role in the creation of a shared
representation of information. This notion of a shared
representation is important to the scaling of coordinated
control algorithms to large numbers of devices. For ex-
ample, in [41.41], the information form of the Kalman
filter is used to derive a framework for decentralizing
estimation and fusion algorithms. This approach was
shown to be applicable to multiple heterogenous ground
and aerial platforms [41.30]. Such methodologies are
transparent to the specificity and identity of the cooper-
ating vehicles. This is because vehicles share a common
representation, which consists of a certainty grid that
contains information about the probability of detection
of targets, and an information vector–matrix pair that is
used in the information form of the Kalman filter [41.21].
Observations are propagated through the network by
changing both the certainty grid and the information
vector/matrix. This allows each vehicle to choose the
action that maximizes a utility function, which is the
combined mutual information gain from onboard sen-
sors towards the detection and localization of features in
the environment.

Thus, in summary, at the lowest level, communica-
tion enables either partial or complete state feedback of
the network and allows agents to exchange information
for feedforward control. At the higher levels, agents can
share information for planning and for control. This is
also discussed in Sect. 41.6 where the communication
network is shown to enable a network-centric approach
to perception.
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Networked Robots 41.6 Communication for Perception 951

41.6 Communication for Perception

While individual robots have sensors and the ability to
build maps and models by integrating sensory informa-
tion, networked robots can exchange information and
leverage sensory data, maps, and models from other
robots. The challenge is to exploit communication for
perception in tasks such as distributed mapping in the
presence of the delays, limited bandwidth, and disrup-
tion that are typical of communication networks.

Distributed localization is the term used to de-
scribe the merging of communication and perception
for state estimation. Localization is an essential tool
for the development of low-cost robot networks for use
in location-aware applications and ubiquitous network-
ing [41.51]. Location information is needed to track the
placement of the nodes and to correlate the values meas-
ured by the node with their physical location. Distributed
computation and robustness in the presence of measure-
ment noise are key ingredients for a practical localization
algorithm that will give reliable results over a large-scale
network.

The methods for distributed localization can be clas-
sified into two broad classes: algorithms that rely on
anchor nodes for localization and algorithms that use no
beacons. Localization may be computed using range
information between nodes, bearing information, or
both.

In [41.28] a theoretical foundation for network
localization in terms of graph rigidity theory is pro-
vided. The problem is solved when nodes have perfect
range information and it is showm that a network
has a unique localization if and only if its underly-
ing graph is generically globally rigid. In [41.52] the
Cramér–Rao lower bound (CRLB) for network local-
ization is derived. This work computes the expected
error characteristics for an ideal algorithm, and com-
pares this to the actual error in an algorithm based
on multilateration, drawing the important conclusion
that the error introduced by the algorithm is just as
important as the measurement error in assessing end-
to-end localization accuracy. In [41.53] a distributed
algorithm that uses no beacons and is guaranteed to
compute correct location information under measure-
ment noise for nodes that can range to neighbors is
presented. This algorithm relies on the notion of ro-
bust quadrilaterals to compute robustly a global system
of coordinates among the nodes. The computation sup-
ports moving nodes. Extensions of this work to passive
tracking have been discussed in [41.54]. Localiza-
tion based on the propagation of location information

from known reference nodes based on connectivity
includes [41.55,56]. Mobility-assisted localization is in-
troduced in [41.57]. Other techniques use distributed
propagation of location information using multilatera-
tion [41.52, 58].

Two approaches for cooperative relative localization
of mobile robot teams are given in [41.59, 60]. Neither
method uses GPS, landmarks, or maps of any kind; in-
stead, robots make direct measurements of the relative
pose of nearby robots and broadcast this information
to the team as a whole. In [41.59], each robot pro-
cesses this information independently to generate an
egocentric estimate for the pose of other robots using
a Bayesian formalism with a particle filter implementa-
tion. In [41.60], maximum-likelihood estimation (MLE)
and numerical optimization is used to achieve a similar
result.

A key issue is to be able to scale these computations
for building a shared representation to large numbers
of robots and sensors. This problem was studied in
recent experiments under the US Defense Advanced Re-
search Projects Agency (DARPA-funded software for
distributed robotics (SDR) program. The goal of these
experiments was to develop and demonstrate a multi-
robot system capable of carrying out a specific mission.
This required the ability to deploy a large number of
robots into an unexplored building, map the building
interior, detect and track intruders, and transmit all of
the above information to a remote operator. A report on
one set of experiments is presented in [41.19]. A tiered
strategy for deploying the robots is described, where
highly capable robots formed the first wave to enter
and map a building, followed by a second wave which
used the resulting map to self-deploy and monitor the
environment for intruders. Both approaches relied ex-
tensively on networking the robots using commercial
802.11b wireless technology. This task involved both
communication for building a shared representation as
well control for perception.

Another important set of problems arises when
robot networks are used for identifying, localizing,
and then tracking targets in a dynamic setting. An
embedded stationary wireless sensor network is like
a virtual sensor spread over a large geographical area.
Such a network can provide information to mobile
robots about remote locations. Robot networks allow
this virtual sensor to move in response to external
stimuli and to track moving targets. Indeed, it is pos-
sible to cast this scenario as a pursuit-evasion game
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with robotic sensor networks [41.61]. For example, the
Tenet project at USC addresses the design of network
primitives and abstractions for tiered network archi-
tectures, with robotic pursuit evasion as one of the
target applications. Algorithms for guiding the sam-
pling strategy of a robotic boat to model and locate
phenomena of interest (e.g., hotspots) in aquatic en-
vironments are discussed in [41.11]. The networked
infomechanical systems (NIMS) project has focused
on sensor-assisted techniques for mobile robot-based
adaptive sampling for event response [41.62] and field
reconstruction [41.63].

The information collected by the nodes in a sen-
sor network can be processed at a central location
or in a decentralized fashion. Such in-network data
processing techniques make better use of network com-
munication and computation resources than centralized
processing. This also enables the network to compute
accurate and up-to-date global pictures of the global
perception landscape that are available to all the robots
in the system. Methods for in-network data process-
ing with static nodes include artificial potential-field
computation, gradient computations, particle filters,
Bayesian inference, and signal processing. Algorithms

have been developed for computing maps, paths, and
predictors [41.43, 48, 64].

A recent DARPA demonstration showed how
communication networks can be used effectively in per-
ception tasks involving heterogenous robots [41.20]. In
cooperative search, identification, and localization un-
manned aerial vehicles (UAVs) can be used to cover
large areas, searching for targets. However, sensors on
UAVs are typically limited in their accuracy of localiza-
tion of targets on the ground. On the other hand, ground
robots can be deployed to accurately locate ground tar-
gets but have the disadvantage of not being able to move
rapidly and see through obstacles such as buildings or
fences. In [41.30], the synergy between these two de-
vices is exploited by creating a seamless network of
UAVs and unmanned ground vehicles (UGVs). As dis-
cussed in Sect. 41.5, the key to such network-centric
approaches for search and localization is a shared rep-
resentation of state information, which in this case is
easily scalable to large numbers of UAVs and UGVs
and is transparent to the specificity of individual plat-
forms. However, how to do this more generally and
for more unstructured information remains an issue for
future research.

41.7 Control for Perception

Networked mobile robots enable the exploration of
dynamic environments and the recovery of three-
dimensional information via distributed active percep-
tion [41.27]. Since the nodes are mobile, a natural
question is: where should the nodes be placed in order to
ensure successful integration of information from mul-
tiple nodes, and to maximize the quality of the estimates
returned by the team? Since there is a cost associated
with transmitting and processing data, it is important to
consider which sensor readings should be used in the
state estimation and what information should be com-
municated to the rest of the system. The quality of the
information computed by the network depends on the
locations of the sensor platforms both in an absolute and
relative sense. The quality also depends on the noise
characteristics of each sensor, and the communication
network.

A robot network goes well beyond a fixed sensor
network, which can only collect data at fixed positions
in space; for example, when an event is detected at a spe-
cific location it is possible to direct more sensors toward
the location of observation of the event for more infor-

mation (for example, higher-resolution data or higher
sampling frequency). Reconfiguring the node locations
for adaptive resolution sampling relies on distributed
control strategies.

Various strategies have been introduced for control-
ling mobile sensor network coverage. Mobile sensing
agents are controlled using gradients of information-
based objective functions [41.65]. Stability results are
derived without concerns for the optimality of the net-
work configuration, but local guarantees are provided.
A body of results reported in [41.66] and [41.67] de-
scribes decentralized control laws for positioning mobile
sensor networks optimally with respect to a known event
distribution density function. This approach is advanta-
geous because it guarantees that the network (locally)
minimizes a cost function relevant to the coverage prob-
lem. However, the control strategy requires that each
agent have a complete knowledge of the event dis-
tribution density, thus it is not reactive to the sensed
environment. The work by [41.68,69] generalizes these
results to situations in which the nodes estimate rather
than know ahead of time the event distribution density

Part
E

4
1
.7



Networked Robots 41.8 Control for Communication 953

function. A local (decentralized) control law requires
that each agent can measure the value and gradient
of the distribution density function at its own posi-
tion. This results in a sensor network that is reactive
to its sensed environment while maintaining or seek-
ing a near-optimal sensing configuration. In addition,
the distribution density function approximation yields
a closed-form expression for the control law in terms of
the vertices of an agent’s Voronoi region. This eliminates
the need for the numerical integration of a function over
a polynomial domain at every time step, thereby provid-
ing a significant reduction in computational overhead for
each agent. Other work in event monitoring for unknown
distributions includes [41.33]. Krause et al. [41.70] have
recently proposed an approach for sensor placement that
considers both the sensing quality and communication
cost of imperfect sensing and communication compo-
nents. They use a parametric model for link reception
rate that assumes no acknowledgement and no temporal
correlation of lossy links.

Beginning with the art gallery problem, there have
been multiple efforts to determine an optimal config-
uration of sensors to cover a given region [41.71–73].
A variant which allows the use of mobile sensors is

known as the watchmen tours problem. In these ap-
proaches the sensor model is abstract and not well suited
to real environments and cameras. Distributed geomet-
ric optimization methods [41.67] have also been used for
mobile sensor network reconfiguration. A related class
of methods is the use of estimation-theoretic optimiza-
tion metrics and the application of information filters
to coordinate network-wide motion [41.30]. There are
other distributed optimization methods which use a dis-
tributed control law and show that it optimizes a global
metric of interest, such as using a potential field or
other linear control law based only on local neighbor
interactions [41.74]. Research focusing on the control
of cameras with pan, tilt, and zoom capabilities is due
to [41.34, 75, 76]. In [41.75] an approach is developed
to calibrate a pan–tilt–zoom camera automatically over
its full zoom range and to build very high-resolution
panoramas. In [41.34], the cameras are constantly moved
to track observed targets, using a factor graph. A recent
algorithm due to [41.77] significantly improves on this
by positioning cameras to make the network better suited
to detect and classify targets as they emerge. Pan–tilt–
zoom cameras allow the construction of far more flexible
vision systems than static cameras.

41.8 Control for Communication

In Sect. 41.5, we briefly discussed the benefits of using
the communication network to synthesize and improve
controller design. Conversely, the movement of robots
affects the network and data transmission in the network.
This gives rise to many challenges. If the controllers for
individual robots are known, can we provide guarantees
about communication in the network and can we develop
robust information routing and networking algorithms
in the presence of robot motion? Another challenge
concerns how information propagates and diffuses in
these networks. If the robots move under a given con-
trol model, how does a piece of information propagate
through the network and what can we say about when
and where that piece of information will be heard? If we
know the answers to such questions, it may be possible
to design controllers to realize desired communication
network characteristics.

One simple control strategy that can affect network
performance is to control the robot motion to ensure
messages are transmitted between designated nodes. The
movement of robots in a network of robots and sensors
may cause network partitioning when nodes go out of

range. However, the ability of the robots to move in
a controlled way also leads to an opportunity to ad-
dress the information routing problem in disconnected
networks by turning the robots into relay nodes. The
key idea here is to enable the robot holding a current
message to an unavailable destination to modify their
trajectory in order to relay a message. This problem has
been formulated as an optimization problem. The goal
is to minimize the trajectory modifications necessary
to send a message to its destination. Several solutions
have been proposed depending on the information that
is available to the robots. If the robots’ trajectories are
known, path planning techniques can be used to compute
who moves where to relay what. If the robots’ trajecto-
ries are not known, a distributed spanning tree can be
created to enable robots to keep track of each other. Each
robot is assigned a region of movement and a parent in
the spanning tree. When the robot leaves its region, the
parent is informed. When the robot moves too far away,
the spanning tree is modified.

Mobile robots can be used to create desired network
topologies under suitable models of network commu-
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nication. If a robot is used to emplace nodes in an
environment (or if sensor nodes robotically self-deploy)
to build a network, the problem is referred to as deploy-
ment. It is possible to control the motion of individual
nodes to guarantee that a specified topology is main-
tained [41.29]. It is also possible to repositioning nodes
with the explicit aim of changing the network topol-
ogy – the so-called mobility-based topology control
problem.

A distributed algorithm for the deployment of mo-
bile robot teams has been described by [41.78] using
the concept of virtual pheromones: localized messages
from one robot to another. These messages are used
to generate either a gas expansion or a guided growth
deployment model. Similar algorithms based on artifi-
cial potential fields are described in [41.79, 80], where
the latter incorporates a connectivity constraint. An
incremental deployment algorithm for mobile sensor
networks is given in [41.32]; nodes are deployed one
at a time into an unknown environment, with each node
making use of information gathered by previously de-
ployed nodes to determine its deployment location. The
algorithm is designed to maximize network coverage
while ensuring that nodes retain line of sight with one
another.

Most work on network topology control has dealt
with uncontrolled deployments, where there is no ex-
plicit control of the positions of individual nodes. The
primary mechanisms proposed are power control and
sleep scheduling. These methods involve pruning an
already existing, well-connected communication graph
in order to save power while ensuring that the resul-
tant subgraph preserves connectivity. Given a network
that is connected when all nodes are operating at max-
imum power, the aim of power control is to use the
minimum power level at each node for which the net-
work remains connected [41.81]. Given an overdeployed
network, sleep scheduling seeks to activate a minimal
subset of nodes to maintain connectivity and achieve
other desired metrics [41.82]. In contrast, controlled de-
ployments are feasible when the positions of individual
nodes can be altered. Such deployments are interesting
for two reasons. First, network topology with wireless
communication relates directly to proximity relations
and hence the position of the nodes. Second, there is in-
creasing evidence that a large number of deployments
are likely to involve careful, nonrandom placement of

nodes. The positioning of nodes is controlled either by
the nodes themselves or by external agents. Such net-
works present a different and interesting scenario for
topology control since it is possible to exploit con-
trol of the motion and placement of the nodes to build
efficient topologies. A local, completely decentralized
technique for topology control using mobility is given
in [41.83].

An important application for networked robots is
in monitoring and surveillance, where it is important
that the robots cover the space while remaining within
communication range [41.84]. Probing environment and
adaptive sleeping protocol (PEAS) was one of the first
attempts to address communication connectivity and
sensing coverage simultaneously using heuristic algo-
rithms [41.85]. Wang et al. [41.86] proposed a new
coverage configuration protocol (CCP) to produce an
approach that simultaneously optimizes coverage and
connectivity while maximizing the number of nodes that
are placed into sleep mode. Furthermore, they also iden-
tified three different classes of coverage–connectivity
problems with respect to the ratio of radio and sensing
ranges and recognized the critical ratio where the for-
mer range is twice as long as the latter. Zhang and Hou
proved that, if the communication range is at least twice
the sensing range, complete coverage of a convex area
guarantees network communication connectivity, and
then used this theorem as a basis for a localized den-
sity control algorithm [41.82]. This was subsequently
generalized to show that the condition that the commu-
nication range is twice the sensing range is sufficient
and is the tight lower bound to guarantee that complete
coverage preservation implies communication connec-
tivity among nodes if the original network topology is
connected [41.87].

In summary, if the state of the communication
network and the desired state of the communication
network is known to each agent, it should be possi-
ble to synthesize distributed controllers to move agents
to attain desired network characteristics. However, the
assumptions on the global state are clearly not justified.
Also, the desired motion to optimize network charac-
teristics will conflict with the motion that is required to
perform the desired task. However, as the brief discus-
sion above illustrates, there are many interesting studies
that point to promising directions for future work in this
very fertile research field.
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41.9 Conclusions and Further Reading

The paradigm of networked robots offers significant
potential for accomplishing tasks that cannot be ac-
complished by individual robots. Indeed this paradigm
is critical to such tasks as environmental monitoring,
surveillance and reconnaissance, and security for civil-
ian or defense purposes. However, there are many
scientific challenges to realizing this vision for net-
worked robots. The main overarching challenges are
summarized here.

Technical challenges to scalability: We do not yet
have a methodology for creating self-organizing robot
networks that are robust to labeling (or numbering), with
completely decentralized controllers and estimators, and
with provable emergent response. This requires basic
research at the intersection of control, perception, and
communication.

Performing physical tasks in the real world: Most
of our present applications emphasize going from static
sensor networks to mobile sensor networks and, as such,
are able to acquire and process information. We are
a long way from creating robust robot networks that
can perform physical tasks in the real world.

Human interaction for network-centric control and
monitoring: Advances over the last decade have pro-
vided human users with the ability to interact with
hundreds or thousands of computers on the Inter-
net. It is necessary to develop similar network-centric
approaches to interfacing, both for control and for moni-
toring.

Finally, a major challenge is to create robot net-
works that are proactive and anticipate our needs and
commands rather than reacting (with delays) to human
commands.

While there are major challenges ahead, there is
no denying the tremendous potential of networked
robots. This chapter and other related chapters in Part D
(Chap. 31) and Part E (Chap. 40) show that the research
community is making steady progress and confronting
these challenges head on.

The references for this chapter includes many point-
ers to the specific research issues covered here. For some
excellent further background on networked robotics
we direct the reader to [41.5, 6, 19, 26, 29, 50, 64,
77].
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